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The Tax Equity AndFiscal Responsibility Act of 
1982 is expected to make it more attractive for health 
maintenance organizations (HMO's) to participate in 
the Medicare program on an at-risk basis. Currently, 
payments to at-risk HMO's are based on a formula 
known as the adjusted average per capita cost 
(AAPCC). This article describes the current formula 
and discusses a modification, based on prior use of 
Medicare services, that endeavors to more accurately 

predict risk. Using statistical simulations, formulas 
incorporating prior use performed better for some 
types ofbiased groups than a formula similar to the 
one currently employed. Major concerns involve the 
ability to "game the system.» The prior-use model is 
now being tested in an HMO demonstration. This 
article also outlines the limitations ofa prior-use 
model and areas for future research. 

Introduction 
Health maintenance organizations (HMO's) have 

generally been considered to be more efficient 
systems for providing health care than the traditional 
fee-for-service system. Many studies have found that 
health care costs and hospital use in HMO's, 
particularly in prepaid group practices (PGP), are 
generally lower than in the fee-for-service sector 
(Manning et al., 1984; Wolinsky, 1980; Luft, 1978; 
and Roemer and Shonick, 1973). The studies often 
point to lower hospital use. An example is the 
recently published study from the RAND Health 
Insurance Experiment (Manning et al., 1984). The 
authors found that an HMO achieved significant 
savings from lower hospitalization rates when 
patients were randomly assigned to an HMO or to a 
fee-for-service health care insurance package. 

It has also been suggested that one reason for the 
lower costs may be biased selection ofhealthier 
persons into HMO's (Luft, 1978 and 1982). Over the 
past few years, a number ofstudies have appeared 
that show biased selection oflower-than-average 
users ofhealth care into HMO's, both by Medicare 
enrollees (Eggers, 1980; and Eggers and Prihoda, 
1982), and by persons under 65 years ofage 
(Jackson-Beeck and Kleinman, 1983; Roghman, 
Sorensen, and Wells, 1980; Arthur D. Little, 1983). 
These studies examined the health care use ofHMO 
enrollees before they joined an HMO, and found that 
they bad used less services on the average than 
persons not joining. This suggests that the HMO 
enrollees may have been in better-than-average 
health and would have been lower users even if they 
were not in HMO's. 

The results of these studies should be qualified in 
three ways. First, all but one study reported on cases 
in which an HMO option was offered for the first 
time. The findings might be different if the studies 
were repeated after an HMO option had been 
available for some years. Second, the finding oflower 
pre-enroJJment use only applied to prepaid group 
practices, not to the individual practice association 

(IPA) type ofHMO's in the studies. Persons may be 
attracted to IPA's because they can maintain their 
present ties to their physicians, and such persons may 
be in poorer than average health (Lull, 1981). Third, 
in all the studies, only one fee--for-service alternative 
was offered. A study of the Federal Employees 
Health Benefits Program, where a range offee-for­
service and HMO plans are available, did not find 
selection oflow users into HMO's (Schuttinga, Fallik, 
and Steinwald, 1984). Instead, lower usen were 
attracted into the low-premium, high-oost-sharing, 
fee-for-service plans. The authors emphasize that, 
..... the extent ofadverse or beneficial selection into 
HMO's depends on the price and the 
comprehensiveness ofbenefits ofeach available fee­
for-service option." 

The problem ofpotential overpayments to HMO's 
bas been made more critical by the HMO provisions 
of the Tax Equity and Fiscal Responsibility Act of 
1982 (TEFRA). These provisions make it more 
attractive for HMO's to participate in Medicare on 
an at-risk basis and are expected to increase the 
number ofat-risk HMO's in Medicare. TEFRA 
authorizes prospective reimbursement to HMO's 
under risk-sharing contracts at a rate equal to 95 
percent of the adjusted average per capita cost 
(AAPCC). TEFRA defmes the AAPCC to be the 
estimated average per capita amount that would be 
payable ifMedicare services for HMO members were 
furnished in the local fee--for-service market 

TEFRA requires that the AAPCC formula take 
into account those factors that are likely to be 
associated with differences in health care use, such as 
age and sex, and thereby adjust for differences in 
expected health service use between HMO enrollees 
and other Medicare beneficiaries living in the HMO's 
service area. The current AAPCC formula uses age, 
sex, welfare status, and institutional status as 
adjustment factors. 1 

As previously noted, studies ofMedicare enrollees 
joining HMO demonstrations raise the issue of 
biased selection. After adjusting for age, sex, welfare 
status, and institutional status, Eggers (1980) and 
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Eggers and Prihoda ( 1982) found in three out of four 
HMO's examined that Medicare enrollees still had 
lower use in their preenrollment years. In the fourth, 
which was structured much like an IPA. Medicare 
enrollees had about average use. These findings 
imply that a reimbursement formula that does not 
take health status into account may overpay HMO's 
when they experience a favorable selection oflow 
users or, conversely, may underpay when HMO's 
experience an unfavorable selection ofhigh users. As 
a result ofthe Eggers and Prihoda studies, the 
Congressional Budget Office (1982) estimated that 
under the present AAPCC, increased Medicare 
enrollment in HMO's would increase Medicare costs 
in the short run.2 

Our purpose was to test, in a simulation, whether 
or not a regression model that uses available prior 
utilization and demographic predictor variables 
could produce more accurate predictions of future 
Medicare reimbursement than the current AAPCC 
formula. Although many variables, such as self­
reported health status or functional status, are 
associated with health care use, we restricted our 
examination to variables currently available from 
administrative records. Thus, variables that might 
theoretically be more attractive but that would 
require added data gathering were not investigated 

The utility ofprior use as a predictor offuture use 
is suggested by studies showing that a person's past 
use ofhealth care is correlated positively with 
subsequent use (Roos and Shapiro, 1981; Densen, 
Shapiro, and Einhorn, 1959; Eggers, 1980; Eggers 
and Prihoda, 1982; Anderson and Knickman, 1984b; 
and McCall and Wai, 1983). This is certainly 
plausible. Many persons have chronic conditions, 
such as cancer, stroke, or mental disorders, that 
require repeated treatments, often over a long time. 
In addition, some persons may have more ofa 
tendency to seek medical care than others. 

Incorporating a prior-use variable into 
reimbursement formulas for HMO's in Medicare has, 
in fact, been suggested by a number ofauthors 
(Trapnell, McKusick, and Genuardi, 1982; Anderson 
and Knickman, 1984a and b; and Thomas et al., 
1983). These authors believe that a prior-use 
adjustment would substantially remove the 
possibility of financial losses to Medicare or the 
HMO in case ofbiased selection, thus increasing 
HMO participation. Adjustment for prior use could 
also remove the current disincentive for HMO's to 
enroll sicker than average people, since premiums 
would better reflect expected health care use. 

I Welfare status is measured by whether the Medicare enrollee is 
also covered by Medicaid, and institutional status reflects whether 
the enrollee is living in an institution (e.g., a nursing home). For a 
complete explanation of the current AAPCC formuJa, see Kunkel 
and Powell. 1981. 
l'fhe estimates assume that a biased selection effect would 
eventually dissipate over a period of4 to 5 years. Two studies 
(Trapnell, McK.usick, and Genuardi, 1982, and Wekh, 1984) show 
that regression toward the mean is to be expected given biased 
selection on prior use. Welch contends that the actuaJ degree of 
bias would be about one-half that observed by Eggers and Prihoda. 

A prior-use adjustment might also be applicable if 
a voucher system proposal is adopted. Such a system 
would restructure Medicare by giving vouchers to 
Medicare enrollees to purchase private health plans 
(or to remain in Medicare). Although a voucher 
strategy may promote competition among health 
plans, it can have the same undesirable effect found 
in the Federal Employees Health Benefits Program of 
encouraging enrollment ofhealthy persons into low­
premium, high-cost-sharing plans, leaving sicker 
persons in high-premium, comprehensive-benefit 
plans and raising overall program costs (Luft, 1982; 
and Anderson and Knickman, 1984a). Adjusting the 
value ofvouchers to reflect health status. perhaps 
through a prior-use adjustment, could reduce the 
undue financial rewards to plans that attract healthy 
persons and reduce the undue losses to other plans 
that attract sicker ones. 

For our study, we first developed an AAPCC 
model incorporating prior-use variables in addition 
to most ofthe other facton used in the present 
AAPCC formula Then, we tested this prior-use 
AAPCC model by comparing its predictive accuracy 
for groups ofenrollees with various kinds of 
statistically simulated biased selection against the 
accuracy ofan AAPCC formula similar to the current 
one. In this article, we also discuss the limitations of 
a prior-use AAPCC formula as well as areas for 
future research. 

Methods 

Study design 

Before detailing the data sources and methods of 
our study, it is helpful to review the overall study 
design. The purpose of the study was to test how the 
inclusion ofprior-use variables might improve the 
accuracy of the AAPCC formula. The actual 
constraints ofdata availability that would be faced if 
an AAPCC formula with prior-use variables were 
really to be employed to pay HMO•s were duplicated 
as far as possible. Thus, we used data ftles that could 
actually be employed to implement an AAPCC 
formula with a prior-use adjustment, rather than data 
files that might, in theory, yield a better model. 

In the first step ofour study, models were built to 
predict an enrollee's 1976 total Medicare 
reimbursement (Figure 1). The models included ones 
using variables similar to those in the present 
AAPCC formula, as well as ones incorporating 
variables on prior hospital and physician use in 1975 
and 1974. Then, the models were evaluated, using 
demographic data and 1978 and 1977 prior-use data 
for a variety ofstatistically simulated groups of 
enrollees, to predict the 1979 AAPCC third 
component for each group. The groups were 
statistically biased on a number ofdemographic and 
utilization variables. As explained the following in 
section, the third component indicated the ratio of 
the predicted Medicare reimbursement for a group of 
HMO enrollees to the reimbursement for the other 
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Figure 1 

Study design: Building and testing models incorporating prior-use variables in an adjusted average per 


capita cost (AAPCC) fonnula. 


1976 Summary File. regressed on 1975 Health Insurance Master Accretions Ale. 
Independent variables: 
Age, sex, buy-in, 
welfare, priOr use 
in 1975 and 1974 

Dependent variable: 
1976 Medicare 
reimbursement 

Step 1. Model bufH 

Step 2. Model evaluated 

1978 Health Insurance Master Accretions File. 

Independent variables: 

(Age, sex, buy-in, 

welfare, prior use In 

1978 and 1977) entered 

into model from step 1. 

predlot 	 1 979 third component 
of AAPCC 

I I 
I 

Predicted third 
component compared with 
actual third factor 
computed from 1979 
Summary File. 

Medicare beneficiaries in the HMO's service area. 
Each model was then evaluated by comparing the 
predicted third component with the actual third 
component calculated from 1979 reimbursement 
data. 

Data sources 

Our study was possible because ofthe existence of 
the Health Insurance Master Accretions (HIMA) 
File. The HIMA File was the source ofall 
independent variables in our study. The purpose of 
the File is to record every Medicare enrollee's use of 
benefits so that accurate determinations may be 
made about Part A benefit periods, 3 hospital 
coinsurance and lifetime reserve days, and 
exhaustion ofhospital benefits. The File tracks use of 
skilled nursing facility days, home health agency 
visits, and whether or not the Part B deductible has 
been met. It also contains demographic data for all 
enrollees. 

The information on the File is available for all 
enrollees and is updated daily. Thus, it would be 
possible to obtain prior~use data from the File for 
inclusion in the AAPCC calculation for a group of 
enrollees about to join an HMO. The currency and 
completeness of the HIMA File make it the only 
Medicare File that could be used at present in a 
practical situation as a source ofprior-use 
information. However, the HIMA File does not 
contain utilization data for persons who had not been 
previously enrolled in Medicare or for Medicare 
beneficiaries currently enrolled in HMO's. A 

3Tb.e Medicare program defines a benefit period as the time 
between the first day an enrollee was an inpatient ofa hospital or 
skilled nursing facility and 60 days after the last day the enrollee 
was an inpatient ofsuch facilities. Medicare pays for 90 hospital 
days in a benefit period. 

different approach would be needed for these two 
groups. 

There are some additional limitations to the HIMA 
File. Although it is updated every day, there are time 
lags between a hospital discharge and when the 
hospital bill reaches the Health Care Financing 
Administration (HCFA) for posting to the enrollee's 
HIMA record. This time lag occurs because of transit 
and processing time at the hospital, the fiscal 
intermediary, and HCFA's central office. The 
average time between discharge and posting in the 
HIMA File is 61 days. Based on the distribution of 
these posting time lags, we estimated that 80 percent 
ofa previous year's hospital use is available at any 
given time. 

The HIMA File that was used to build models for 
this study had a September 1975 cut..off date; thus, 
hospital-use variables for the 12 months from 
October 1974 to September 1975 reflect only 80 
percent ofhospital use in that period. For this study, 
we used a 0.1-percent sample of the HIMA File. 

The dependent variable for our study, Medicare 
reimbursement, was not available from the HIMA 
File. This information was obtained from the Person 
Summary File, one ofseveral files in the Medicare 
Statistical System. We chose the Person Summary 
File for two reasons. First, it was the most current 
source of reimbursement by individual beneficiary. 
When we began our study, 1979 was the latest 
available year. Second, it was a 5-percent probability 
sample ofMedicare enrollees, ofwhich the 0.1­
percent HIMA File sample was a subset. Thus, data 
from each beneficiary record on the HIMA File 
sample were linked to data for the same beneficiary 
from the Person Summary File. The resulting 0.1~ 
percent sample ofmerged records formed the data 
base for our study. The merged 1975 HIMAand 
1976 Person Summary records, containing data on 
1976 Medicare reimbursement. were the data base 

Healtll Care FlnaacUg Reviewi'Sprl.g 1985/Volume6. Number 3 29 



used to develop the models. The merged 1978 HIMA 
and 1979 Person Summary records, containing data 
on 1979 Medicare reimbursement, comprised the 
data base to test the models. 

The current AAPCC formula 

The AAPCC formula currently in use consists of 
the product ofthree major components:4 
1. 	 The U.S. per capita Medicare cost as projected 

to the current year. 
2. 	 An adjustment based on the historical 

relationship between Medicare per capita 
reimbursements in the local area which the HMO 
serves and national Medicare costs. 

3. 	 An adjustment for the differences between 
persons who choose to enroll in an HMO and the 
population at large from which HMO enrollees 
are drawn. 

At present, this third component adjusts for four 
factors known to be associated with health care use: 
age, sex, welfare status, and institutional status. It 
takes the form ofa ratio whose numerator reflects the 
averqe characteristics ofthe HMO enrollees and 
whose denominator reflects the average 
characteristics of the population from which the 
HMO enrollees were drawn. Thus, a third 
component with a value of 1.00 indicates that the 
HMO has drawn a group ofenrollees equivalent to 
the fee-for-service population in its service area with 
respect to the four AAPCC factors. A third 
component greater than 1.00 indicates the HMO 
enrolled a group expected to have higher-than­
average levels of health care use. A third component 
less than 1.00 indicates a group ofenrollees expected 
to have lower levels of health care use than the 
general population. 

Building the models 

Our goal was to incorporate prior use as an 
additional factor in calculating the third component. 
To accomplish this, regression models were . 
developed to predict an enrollee's total Medicare 
reimbursement in a subsequent year using certain 
predictor (independent) variables in previous years. 
The predictor variables used in the models were age, 
sex, Part B buy-in status, and a variety of prior­
utilization variables. Institutional status, a factor in 
the current AAPCC formula, was excluded because it 
was available only from special surveys. There is no 
reason to believe that the absence ofan institutional 
factor had an important impact on the findings, 
because only about 5 percent of the Medicare 
population are institutio~alized at any time. The . 
variables used in developing the models are shown m 
Table 1. As previously noted, all predictor variables 
were derived from the HIMA File, and the dependent 

4See the Technical Note for a detailed description ofthe AAPCC. 

variable, Medicare reimbursement per person, came 
from the Person Summary File. 

Although most variable definitions in Table I are 
self explanatory, a few may require further 
elaboration. Part B buy-in (variable B.3) indicates 
whether the Medicare enrollee is also a Medicaid 
eligible for whom a State has purchased Medicare 
Part B coverage. (Louisiana, Oregon, and Wyoming 
do not have buy-in programs.) This variable was used 
as a proxy for welfare status in our models. On the 
basis of the current AAPCC formula and a study by 
McMillan et al. ( 1983), we would expect Medicare 
reimbursements to be higher for such persons. 
Variables B.6 and B.7 indicate whether the enrollee 
met the yearly Part B (supplementary medical . 
insurance) deductible in 1975 and 1974, respectively. 
In both years, the deductible was $60.00. 

We built models using the linked HIMA and 
Summary Files. A record for each enrollee in the 
sample was created by linking a person's record from 
the September 1975 HIMA File, which provided the 
predictor variables, with their Medicare 
reimbursement in 1976 as shown on the 1976 
Summary record. Persons who were not alive on 
January 1, 1976, were eliminated from the study 
group used to build the model because, ofcourse, all 
HMO enrollees would be alive when they joined. 
Also eliminated were persons not eligible for both 
Part A (hospital insurance) and Part B 
(supplementary medical insurance) ofMedicare. This 
was done because all Medicare HMO enrollees at 
present are required to have both Parts A and B. We 
eliminated disabled enrollees under 65 years ofage 
from the study group to simplify the analyses. 
Applying these selection criteria resulted in a sample 
size of20,773 enrollees. 

We simulated the actual limitations ofdata 
availability that would be faced ifwe really had to 
use HIMA data to set HMO reimbursement. The 
main limitation is the 15- to 24-month lag in 
obtaining the Summary File, the source of the 
dependent variable, Medicare reimbursement, used 
in developing the model. Ifa prior-use model were 
actually employed to set reimbursement, there would 
be at least a 2-year difference between the data used 
to develop the model and the year for whi~h HMO 
reimbursement was being set. Thus, there 1s a 24­
month period between the years used to build the 
model (1975 and 1976) and the years used to test it 
(1978 and 1979). In addition, we built in a 3-month 
lag between the HIMA File, the source of ~ta for ~e 
independent variables, and the year for which use IS 
predicted. This was done to dUplicate the time that 
would be necessary in practice for enrollees to choose 
an HMO and for their data on the HIMA File to be 
passed through the predictive model to set a 
reimbursement amount. Thus, we use data from the 
HIMA File with a September 1978 cut-offto predict 
calendar year 1979 reimbursement. 
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Table1 

Variables used In regression models 


Variable Definition Me"' 
Slandard 
deviation 

A. Dependentvariabfe1 
Reimbursement per enrollee in 

1976 
Total Medicare reimbursement 
per enrollee In 1976 

$649 $1,891 

B. lndapendent variabkta2 
Demographic variables: 

1.Agein1975
2.""" 
3. Part B buy-in status in 1975 

Age as of 1975 minus 65 
Dummy variable, 0 if male 
Dummy variable, 1 if State 
bought Part B MediCare 
coverage for enrollee, 0 if not 

8.9 years 
0.6 (60 percent female) 
.1 02 (1 0.2 percent buy-In) 

6.7years 
0.49 

·"' 
Prior-use variables: 

4. Hospital use in last year 

5. Hospital days in last 2 years 

6. Part B deductible met, 1975 

7. Part Bdeductible met, 1974 

Dummy variable, 1 if had 
hOspital admission from 
October 197 4 to September 
1975,0 if not 
Number of hospital days used 
from October 1973 to 
September 1975 
Dummy variable, 1 If met Part 
B deductible in 1975, 0 if not 
Dummy variable, 1 It met Part 
B deductible in 1974, 0 if not 

0.15 (14.9 percent of enronees 
used hospital) 

4.26days 

0.32 (32 percent of enrollees 
met Part B deductible in 1975)3 
0.43 (43 percent of enrollees 
met Part B deductible in 1974) 

.36 

11.16days 

0.47 

0.49 

1SOurt:e-1976 Person Summary File. 
!SOuroe-1975 Health Insurance Master Accretions Rle. 
3"fh8 percent meeting the deductible is low because only three-quarters of 1975 o:sata were used. 

The models selected for detailed analysis are 
shown in Table 2. The first model, "Demographic,,. 
tests the predictive power of three of the four current 
AAPCC variables (age, sex, and buy-in) with no 
prior-use information. The second model, ''"Hospital 
Use," tests the simplest prior-use model by using as a 
prior-use variable whether or not the enrollee was 
hospitalized in the last year. This variable could 
probably be accurately gathered from a survey of 
enrollees with no HIMA record, i.e., those just 
joining Medicare. The last model. "Hospital Days, 
Part B," uses the number ofhospital days used in the 
past 2 years and whether the Part B deductible was 
met in the past 2 years. Ordinary least squares 
methods were used to estimate the coefficients. 5 

Table 2 also shows the percent ofvariance 
explained (R2) for each of the models. None of the R2 
values exceeds S percent, indicating that the models 
could be expected to give very poor predictions for 
the annual reimbursement of individuals. Such low 
R 2 values are typical ofmodels predicting future 
health care use of individuals. However, as we shall 

SModeJs using a number ofother variables were tested but 
eliminated because the additional variables contributed an 
insignificant amount to the explanatory power ofthe model finally 
selected. Some variables tested but not included in the final 
models were measures ofskilled nursing facility use, the length of 
time since the last bill, and number of hospital days in the last year 
(as opposed to the last 2 years). Models using logarithmic 
transformations and interaction terms were a1so tested but found 
to be no improvement, for prediction purposes, over the linear 
models. 

see, these R 2 values do not reflect the expected 
accuracy ofpredictions ofgroup averages. Because 
the random errors ofpredictions for individuals tend 
to cancel out for large groups, predictions for groups 
can be much more accurate. 

Testing the models 

The file used to test the models was constructed 
like the one used for model development. For each 
enrollee, it linked their record in the 1978 0.1­
percent sample HIMA File with their Medicare 
reimbursement from the 1979 Summary File. The 
sample size was 22,513. 

We evaluated the model both at the national level 
and then for smaller groups ofenrollees, such as 
States, to simulate how the model might actually be 
used. We also simulated biased selection, by testing 
the models with groups ofenrollees with higher- and 
lower-than-average proportions ofhigh or low users, 
and higher- and lower-than-average proportions of 
older enrollees and buy-in enrollees. 

The biased groups were selected on the basis of 
1978 data Figure 2 shows the groups used to test the 
models. The States and groups ofStates were chosen 
to provide a variety ofsizes and geographic areas. 
The biased groups were selected to test what we 
thought might be likely types ofbiased. selection. The 
biasing procedure was quite simple. For example, to 
get a group with a low percentage meeting the 
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deductible, we selected at random 50 percent ofthe 
persons meeting the deductible and combined them 
with 100 percent ofpersons not meeting the 
deductible. The group with a high percentage 
meeting the deductible was fonned by combining all 
persons meeting the deductible with a randomly 
selected 50 percent ofpersons not meeting the 
deductible. Other groups were fonned in a similar 
manner. 

Table2 
Regreoolon coefficients of models relating 1976 

Medicare reimbursement per enrollee to 1975 and 
197 4 characteristics 

Type of model 

Hospital 
Hospital Days, 

Variable Demographic u.. Part B 

Age 16.7 14.7 9.66 
(1.97) (1.96) (1.96) 

Sex -123 -116 -137 
(2.26) (26.4) (26.3) 

251 229 153 

Hospital use in...,_ (26.8) (43.6) 
676 

(36.6) 

(43.3) 

Hospital days In 20.7 
last2,.... (1.24) 

Part B deductible, 191 
1974 (29.1) 

Part B deductible, 341 
1975 (30.4) 

Constant 547 463 349 

....nt 

0.6 2.2 4.3 

NOTES: The coefficients of an variables of all models are statistically 
significant at the p<.05Ievel. The sample size equals 20,773 Medicare 
enrollees 65 years of age or over. Standard errors are shoWn In 
pala !theses. 

Although these procedures resulted in groups with 
biased average reimbursement, the groups are not 
necessarily representative of those who actually join 
an HMO. HMO enrollees may differ from other 
persons in ways that affect their use ofhealth care but 
are not readily measurable. 

Reimbursement for 1979 was predicted using the 
models developed in Step 1 for each biased group 
and for the whole group (i.e., State or the United 
States) from which the biased group was selected. 
These values were used to fonn a ratio similar to the 
third component of the AAPCC (as described earlier 
and in the Technical Note). The numerator of the 
ratio was the predicted 1979 reimbursement for a 
biased group and the denominator was the predicted 

1979 reimbursement for the group from which the 
biased group was selected: 

Predicted 1979 reimbursement for biased group 
Predicted 1979 reimbursement for total group 

These third components derived from the models 
were then compared with the ratio ofactual1979 
reimbursement for each biased group to the actual 
reimbursement for the whole group. If the two ratios 
were close, the regression model was considered to be 
a good predictor. Finally, third components were 
calculated using three (age, sex, and buy·in) of the 
four underwriting factors presently used to reimburse 
HMO's (referred to as the "Underwriting" model). 
Since our sample contained no infonnation on 
institutionalization, the fourth underwriting factor, 
the factors were modified by collapsing the 
institutional factor into the age, sex, and welfare 
factors.6 Thus, the Underwriting model is similar to 
the Demographic model in that they use the same 
factors. However, they differ in form in that the 
Underwriting AAPCC model uses the factors in 60 
discrete cells, whereas the Demographic model uses a 
regression equation. 

Findings 
Each model was evaluated by comparing the third 

component it predicted for a variety ofbiased groups 
with the third component for the same groups based 
on actual reimbursement data. The closer the 
predicted third component was to the actual third 
component, the better the model perfonned. Table 3 
shows the third components of the AAPCC for biased 
groups selected from the full national sample. 
Column 1 contains the number ofpersons out ofthe 
full197&..1979 sample of22,513 persons in each 
biased group. Column 2 contains the actual third 
component (reimbursement for biased group divided 
by reimbursement for full sample) for each biased 
group. Columns 3, 5, 7, and 9 show the third 
components calculated from the Underwriting model 
and the three regression models, respectively. 
Columns 4, 6, 8, and 10 contain the ratio ofthe third 
components calculated from the models to the actual 
third component ofColumn 2. The closer these ratios 
are to 1, the better the model performs. A ratio less 
than 1 indicates that the model's prediction is too 
low. A ratio greater than 1 indicates that the model's 
prediction is too high. 

The first six rows ofTable 3 show results for 
groups biased on prior use. The actual third 
component ranges from .87 for the low prior· 
reimbursement group to 1.15 for the group with a 
high percentage meeting the Part B deductible. The 
Underwriting and Demographic models predict third 
componentS near 1. The ratio ofthese predictions to 
actual third components ranges from 1.14 or 14 
percent too high, to .88, or 12 percent too low. The 

6Both the current underwriting factors and the modified 
underwriting factors arc available upon request. The authors have 
also derived underwriting factors from one ofthe regression 
equatiOil$. 
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 Table3 
AAPCC1 third component baHd on selecled ..-Isand ratio to actual third components, by type of biased group: United States summary, 1979 

Type of biased group 

o1"""""" 
persons 
in group 

(1) 

1979actual 
third component 

(2) 

Type of model 

Underwriting DemographiC 

Aatioto 
actual 

(6) 

1.13 
.88 

1.09 
.90 

1.14 
.89 

1.02 
.98 

1.00 
1.00 

Hospital use 

Third 
component 

_____ill 

.95 
1.06 

.92 
1.12 

.96 
1.04 

.95 
1.0S ... 
1.04 

Ratio to 
actuol 

(8) 

Hospital Days. 
Part B-2i'!!.rs 

Th.d 
component 

(9) 

Ratio to 
actual 

(10) 

Third 
component 

@__ 

Ratloto 
actual 

(4) 

1.13 
.88 

1.09 
.90 

1.14 
.89 

1.00 
1.01 ... 
1.02 

Third 
component 

(5) 

.99 
1.01 

1.00 
1.01 

.99 
1.01 

.95 
1.05 

.98 
1.04 

Blued on pttor use 
PartS 

Low 
High 

Hospital liSe 
Low 
High 

Prior reimbursement 
Low 
High 

Biased on demographies 
Age 

Low 
High 

Buy-in 
Low 
H!Sl! 

17,889 
15,859 

20,747 
13,029 

17,041 
1s.n2 

17,881 
15,865 

21,481 
12,285 

.88 
1.15 

.92 
1.12 

.87 
t.t4 

.93 
1.07 

.98 
1.04 

.99 
1.01 

1.00 
1.01 

.99 
1.01 

.93 
1.08 

.97 
1.06 

1.08 
.92 

1.00 
1.00 

1.10 
.91 

1.02 
.98 

1.00 
1.00 

.lf7 
1.14 

.94 
1.10 

.91 
1.09 

... 
1.05 

.98 
1.03 

1.00 
.99 

1.02 
.99 

1.05 
.96

1.03 
.99 

1.00 
.99 

I Adjusted average per capita oost. 
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Flgure2 
Groups used to test how the prlor-uae modets would perform 

1. Geographic areas 

a. New York 
b. California 
c. Pennsylvania 
d. Texas and Oklahoma 
e. Illinois and Indiana 
f. Michigan and Ohio 
g. Georgia 
h. Aorida 

2. Biased groups (selected on the basis of 1978 data) 

a. Part B, Percent meeting Part Bdeductible In a year (41 percent average) 

Low percentage (26 percent) meeting deductible 

High percentage (58 percent) meeting deductibte 


b. Hospital use, Percent using hospital in a year (16 percent average) 

Low percentage (9 percent) using hOspital 

High percentage (27 percent) using hospital 


c. Prior reimbursement. Medicare reimbursement (49 percent had some reimbursement in a year) 
Low percentage (32 percent) with reimbursement 
High percentage (66 percent) with reimbursement 

d. Age, Percent 75 years of age or over (41 percent average) 

Low percentage (26 percent) 75 years of age or over 

High percentage (58 percent) 75 years of age or over 


e. Buy-in (9 percent average) 
~.?".' ,.,."'"tage (5 _,_~.., "\'Y·"' 
H~gh -percenmge (17 percent, with cuy-in 

smallest ratio for these two models is 1.09 (a 9­
percent error) for the low-hospital-use group. 

The Hospital Use model predicts third 
components identical to the actual components for 
the two groups biased on hospital use. However, it 
does less well for the groups biased on Part B 
deductible and prior reimbursement. For these 
groups, the Hospital Use model has prediction errors 
ranging from 8 percent to 10 percent. 

The Hospital Days, Part B model does better, in 
general, than any of the other three models. The 
prediction errors are 0 and I percent for the low~ and 
high~Part B groups and 2 percent for both hospital~ 
use groups. The largest prediction errors for this 
model are 5 percent and 4 percent for the low~ and 
high~prior~reimbursement groups. 

The last four rows ofTable 3 show results for 
groups biased on the AAPCC factors ofage and buy~ 
in status. For these groups, we find that all four 
models predict about equally well and all predict 
quite close to the actual component. Many ofthe 
predictions are exactly equal to the actual component 
to two significant digits. The largest error is 3 percent 
for the Hospital Days, Part B model in predicting the 
low~age group. 

We also calculated third component predictions 
for each ofeight States or pairs ofStates for each 
biased group discussed in Figure 2. (The results for 
the Underwiiting model are not displayed since our 
analysis found that it predicted nearly exactly the 
same as the Demographic model.) As a measure of 

predictive accuracy, we used the average absolute 
relative error. For example, ifthe actual third 
component was .86 and the model predicted .94, the 
prediction error is the absolute value of 1~ 
.941.86- .09. These errors were then averaged across 
the eight State groups. Table 4 shows these average 
errors. 

For the six groups biased on prior use, it is 
apparent that the prior use models do better on the 
average than the Demographic model. For every 
biased group, the Hospital Use and the Hospital 
Days, Part B models had lower average errors than 
the Demographic model. For the Demographic 
model, the average error ranged from a low of8 
percent for the low~hospital~use group to a high of 16 
percent for the low~prior~reimbursemerit group. The 
range for the Hospital Use model is 3 percent to 11 
percent, and the range for the Hospital Days, Part B 

'model is from 3 percent to 6 percent. By this 
measure, the latter model is from two to three times 
better than the Demographic model for every group. 

Looking at individual States and groups ofStates 
(not shown) we found considerable variation in how 
well the models predict for the six groups biased on 
prior use, although the prior~use models predict 
better in most cases than the Demographic model 
However, even the best model, Hospital Days, Part 
B, had prediction errors as high as 13 percent in some 
cases. 

For groups biased on prior~use, the results of 
comparing the prior~use models with the 
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Demographic model for the 48 (eight State groups 
times six biased groups) State-group cells are 
summarized in Table 5. The Hospital Use model 
predicts better than the Demographic model 44 times 
out of the 48. The Demographic model does better 
three times and there is one tie. The Hospital Days, 
Part B model predicts better than the Demographic 
42 times out of48. The Demographic model does 
better three times and there are three ties. Finally, the 
Hospital Days, Part B model does better than the 
Hospital Use model28 times out of48. The Hospital 
Use model does better 17 times out of 48 and there 
are three ties. 

For the four groups biased on age and buy-in 
status, we find much the same results for the States as 
was found nationally-none ofthe models stand out 
as a better predictor. The average error for all models 
is about 5 percent. Table 6 summarizes the 
predictions for the 32 State-group cells and further 
reinforces the impression ofsimilarity in the models. 

An observation ofsome interest is that predicted 
components have less variation from State to State 
than the actual components. The maximum range of 
actual third components among States for the biased 
group (high buy-in) with the greatest variation was 
.21 (not shown in the table). The maximum range of 
predicted third components was .05 for the 
Demographic model, .05 for the Hospital Use model, 
and .08 for the Hospital Days, Part B model. 

One possible reason for the considerable range in 
the actual components might be random variation 
that can occur in the selection of relatively small 
subsets. Ifthis is the primary cause of the variation, 
then stability in the predictions may be an asset so 
long as the predictions approximate the average of 

Table 4 

Average absolute error of the AAPCC1 third 

component predictions from prior-utilization 


models for 8 States or pairs of States,2 by type of 

blesed group 


Type of model 

Hospital Hosp... 
Type of biased group Demographic Use Days, Part B 

Biased on prior use 

Low Part 8 use .09 .04 .04 
High Part B use .11 .06 .03 
Low hospital U$EI .OS .03 .04 
High hospital use .10 .03 .04 
Low prior 

reimbursement .16 .11 .06 
High prior 

reimbursement .12 .09 .04 

Biased on demographics

Low.,. .06 .04 .05 
High age .05 .05 .05 
Low buy-in .02 .02 .02 
H!gh buy-ln .06 .06 .06 

' Adjusted average per capita cost. 
2	The 8 States or pairs of States are New York, California, Pennsylvania, 

Texas and Oklahoma, Illinois and Indiana, Michigan and Ohio, Georgia, 
andAorida. 

the actual components that would be found from 
repeated sampling ofsmall subsets. However, a 
second reason for the difference in range between the 
actual and predicted could be the interaction between 
local use patterns and the variables in the equations 
or the exclusion from the models ofvariables which 
influence the actual components. If this is the case, 
the difference reflects a deficiency in the models. 

Discussion 
The results of this simulation study provide a 

number of insights into the consistency ofuse over 
time and the efficacy of incorporating prior use into 
an operational AAPCC-like mechanism. The first 
important fmding is that, in statistical simulations, 
prior use improves the ability to predict 
reimbursement in a subsequent time period. In 
developing a model of reimbursement, the addition 
ofone or more measures ofprior use to a model 
containing only demographic variables more than 
doubled the explanatory power (as measured by R2) 
ofthe regression equations. Of the variables tested, 
prior use is the single best predictor ofsubsequent 
Medicare reimbursement. 

Table 5 

Number of times each model predicts better or ties 


with every other model for groups biased 

on prior use 


Type Of model 	 Number 

DemographiC versus Hospital Use 
Demographic better 3 
Hospital Use better 44 
Ties 1 

DemographiC versus Hospital Days, Part B 
Demographic better 3 
Hospital Days, Part B better 42 
Ties 3 

Hoapital Use versus Hoapttal Days, Part B 
Hospital Use better 17 
Hospital Days, Part 8 better 28 
Tie• 3 

Table& 

Number of times each model predicts better or ties 


with every other model for groupe bla8ed on 

demographics 


Type Of model 	 Number 

emographiC versus Hospttal use D
Demographic better 6 
Hospital Use better 8 
T~' 17 

Demogrepflic "'*US Hospital Days, Part B 

Demographic better 7 
Hospital Days, Part 8 better 11 

"" 14 
Hospital Use versus Hoepital Days, Part B 

Hospital Use better 8 
Hospital Days, Part B better 6 
Ties 18 
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In addition, it seems that the simple measure of 
presence or absence of hospitalization in a previous 
period is nearly as effective a measure of prior use as 
more detailed measures, including number of 
hospital days and use ofPart B services. This could 
be advantageous in developing an AAPCC based on 
prior use, because some individuals, such as those 
enrolling as soon as they become 65 years ofage, 
could have no utilization data in the HIMA File. 
Clearly defined and easily collected data are a 
necessity ifsuch a mechanism is to be operationally 
possible. Data on whether or not a person was 
hospitalized in the past year could probably be 
collected through a simple questionnaire. 

An AAPCC based solely on administrative data 
maintained on I 00 percent of the Medicare 
beneficiaries (i.e., the HIMA File) shows promise of 
being efficient to implement and operate. A note of 
caution should be made here, however. The HIMA 
File has never been used for this purpose before and 
it is not known what idiosyncratic variations may be 
found when looking at small areas. For example, ifa 
county or group ofcounties had bill submissions that 
were faster, or slower, than the national average, 
predictions for that group ofcounties could be 
biased. Before this mechanism could be implemented 
at the national level, considerable testing would have 
to be done. 

The prior-use models developed in this study are at 
least as good and, for some groups, better in a 
predictive sense than a model similar to the current 
AAPCC formula. The simulated groups for which the 
prior-use models were found in this study to be better 
than the current AAPCC are groups which are under­
or over-represented by persons with high prior use. 
This could be a particularly salient finding in that 
studies ofMedicare enrollment in HMO 
demonstration projects paid by the AAPCC 
mechanism have shown significant differences in 
prior use between enrollees and the average Medicare 
population (Eggen, 1980; Eggers and Prihoda, 1982). 
An AAPCC formula based partly on prior use might 
help eliminate this source of bias in HMO 
enrollment. Even so, none of the prior-use models 
entirely eliminate the effects of biased selection. 
Losses to Medicare from biased selection of low users 
into HMO's may be reduced, but not eliminated, 
with prior-use models. 

It should be kept in mind that this analysis 
employed simulated biased groups. It is unknown 
what effect "real-world bias" would have on the 
efficacy ofthese models. It is likely that real-world 
bias will depend, in part, on the final form of the 
AAPCC formula, which will change the incentives 
for HMO•s and influence their behavior. This means 
that any revised AAPCC formula should be tested 
before implementation and evaluated after 
implementation to identify possible unexpected 
effects on HMO performance. 

The major potential problem with the inclusion of 
a prior-use measure is the possibility ofnew selection 
bias problems. It is conceivable that health plans 

could selectively market to persons with 
hospitalizations for self-limited acute conditions 
(such as broken arms or legs or cataract removal) and 
avoid those with hospitalizations for conditions 
which are likely to require repeat admissions (e.g., 
cancer and heart disease). The possibility that a 
prior-use model would allow HMO's to bias 
enrollment in their favor to a much greater extent 
than under the present AAPCC has caused many 
actuaries to be cautious toward the concept ofusing 
prior use in an AAPCC formula. 

This analysis has implications for the development 
ofany kind of payment system based on actuarial 
categories. The Tax Equity and Fiscal Responsibility 
Act of 1982 states that the Department of Health and 
Human Services will develop an AAPCC which will 
insure "actuarial equivalence .. with the general 
Medicare population. No AAPCC will ever be 
actuarially perfect. Ifit were true that persons were 
randomly drawn from different age and sex 
categories into health plans, then age and sex 
adjustment alone would be sufficient. Similarly, if 
one could be certain that persons will be randomly 
drawn from the universe of hospitalized patients, 
then the prior-use model will be sufficient. It is likely 
that experience will show this not to be the case. 
Nevertheless. it seems evident that a prior-use model 
ofan AAPCC represents a potential advance over the 
current methodology. Efforts should be made to 
continue its development. 

Future research 
More precise measures of prior hospitalization 

than those used in the work reported here may lessen 
the chance ofgaming an AAPCC formula with a 
prior-use model as well as improve its accuracy. The 
coding of Medicare hospital diagnosis on a 100­
percent basis beginning in 1984 makes an adjustment 
based on hospital diagnosis feasible. Work is 
underway on models using hospital diagnosis to 
classify stays into those for self-limiting conditions 
and those for conditions, like cancer. indicative of 
chronic, recurring problems. Such a model should 
improve on the prior-use models reported here that 
simply employ the presence or absence ofa prior 
hospital stay or the number of prior hospital days 
and do not distinguish between hospitalizations for 
chronic conditions and those for acute ones. 

Any HMO prospective rate-setting system using 
prior-reimbursement variables would have to deal 
with five groups of Medicare eligible HMO enrollees: 
1. 	 Disability beneficiaries under 65 years ofage. 
2. 	 HMO enrollees over 65 years ofage who were in 

the Medicare program prior to enrollment long 
enough to have had the opportunity for any prior 
use to be recorded on the HIMA flle. 

3. 	 Persons joining an HMO as soon as they turn 65 
years ofage and become entitled to Medicare. 

4. 	 Members ofan HMO cost-reimbursement plan 
who switch their coverage to an at-risk HMO. 
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5. 	 Persons who have been HMO members under an 
at-risk, AAPCC-type reimbursement system for 
more than I year. 

The data base used for current research is not a large 
enough sample to permit the development ofprior­
use models for disabled enrollees under 65 years of 
age. However, we would expect that the same kinds 
ofmodels as developed for the aged would be 
appropriate for the disabled. Thus, it would only be 
necessary to collect a larger sample to develop these 
models. 

Persons in Group 2 are the only ones for which the 
research described in this article is directly 
applicable, although they constitute the largest ofthe 
five groups by far. Persons in Group 3 who 
simultaneously age into Medicare and join an HMO 
have no prior-use recorded on the HIMA File. 
Perhaps these people could be asked a simple 
question such as whether or not they were 
hospitalized in the past year. Their response could be 
used in the Hospital Use model discussed earlier. 
Alternatively, the current AAPCC could be used. 7 

Persons in Group 4 present a problem because no 
system exists to report Pan B utilization data for 
cost-reimbursement HMO enrollees. For these 
people, a prior-use AAPCC employing only hospital 
use may have to be used. In any case, HMO's might 
argue that the HMO effect would have reduced 
utilization levels below that ofcomparable fee-for­
service enrollees and would thus penalize HMO's for 
medically appropriate reductions in utilization 
levels. 

Group 5 presents two problems for a prior-use 
AAPCC. First, paying HMO's on the basis ofprior 
use of their own members may be counter to the 
incentives for utilization reduction inherent in the 
HMO concept. Second, even without adverse 
incentives, no system is established to report 
complete, person-level, utilization data from at-risk 
HMO's under TEFRA. 

We are pursuing two lines of research in the hope 
of fmding solutions to the problems ofsetting 
premiums for enrollees in some of these groups. 
First, we will develop a prior-use model that predicts 
reimbursement for a second year into the future. 
This, ifsuccessful, will provide a payment method 
for the second year ofHMO enrollment. Second, we 
are conducting research that will shed light on the 
degree to which the average reimbursement ofhigh­
or low-cohorts of users regress toward the mean 
reimbursement over time.lf such a phenomenon 
exists and is consistent, it may provide a method for 
reimbursing HMO enrollees beyond the second year. 
Data on regression to the mean could tell us how to 
set payments after an enrollee's second year in an 
HMO so the payments would approach the mean 

7Work is under way on an additional adjustor for the AAPCC. It 
uses an indicator ofwhether or not the enrollee was previously 
entitled to social S«Urity disability benefits. Aged enrollees 
previously entitled to disability benefits use more Medicare 
services than other enrollees. If the promise of initial work is born 
out. this adjustment could be incorporated into an AAPCC 
formula for Groups 2 and 3. 

reimbursement by a set amount each year until the 
mean was reached after a pre-determined number of 
years. 

Along another line, an HMO demonstration is 
being conducted for which payment is based on 
prior-use models for enrollees from Group 2 for their 
frrst 2 years. It has not yet been determined how this 
group will be reimbursed in the third and subsequent 
years. Payment for enrollees from all other groups 
will be based on the current AAPCC. 

Our study has shown that although a prior­
utilization AAPCC could be superior to the current 
AAPCC in dealing with biased selection on the basis 
ofprior use, questions still exist about how to 
implement it for some groups. The AAPCC should be 
viewed as an evolving system that will change on the 
basis ofadditional research, experience, and shifts in 
program goals, rather than as a formula that will be 
set for many years to come. 
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Technical note 
In the reimbursement formula for HMO's under 

risk, the ratio ofthe underwriting index for the 
enrolled group to the underwriting index for the 
county population is used to adjust the county per 
capita cost to reflect the characteristics of the HMO 
enrollees. 

Equation 1 represents the AAPCC formula: 

(1) AAPCC - USPCC x APCCco 
APCCus 

X 

Where: AAPCC - adjU$tecl average per capita cost 
USPCC - U.S.averagepercapitacosttothe 

MediCare program 
= ratio of per capita reimbursement in 

the county to the United States (5­
year average) 

u = a unique underwriting Index which 
represents the ratiO Of risk for a 
partiCUlar subset of the Medicare 
population to the national average. 
Thirty population subsets are 
defined by the four variables: age 
(five groups), sex (two groups), and 
institUtional and welfare status 
(three groups). 

E = the number of Medicare 
beneficiaries in a unique 
underwriting index cen. 
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Thus, the last component represents the ratio of 
relative cost differences in the HMO to that ofnon~ 
HMO enrollees because ofdemographic 
characteristics. It is calculated by dividing the 
relative risk ofHMO enrollees by the relative risk of 
non-HMO enrollees in a given county. The product 
ofall these components gives the AAPCC. 
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