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Supplemental Material to the CMS MMS Blueprint 

Risk Adjustment in Quality 
Measurement 

This document provides information about risk adjustment. Risk adjustment promotes fair and 
accurate comparison of healthcare outcomes across healthcare organizations and providers. This 
document offers insight into risk adjustment models and supplements the information found in the 
Blueprint, Chapter 5, Measure Specification. 

1. BACKGROUND 

The purpose of risk adjustment is to decompose the measured entity-level variation into factors that are 
and are not correlated with (that is, are independent of) the quality construct. Risk adjustment refers to 
the inclusion of risk factors associated with a measure score in a statistical model of provider 
performance captured at the person, facility, community, or other levels. Measure developers often risk 
adjust outcome measures, however not all measuresneed risk adjustment. 

Risk adjustment at the person level, also referred to as case-mix adjustment, aims to answer the 
question: “How would the performance of various units compare if hypothetically they had the same 
mix of patients?” (National Quality Forum [NQF ], 2014, p. 28). Thus, risk adjustment increases the 
likelihood of fair comparison of provider performance, which is to compare “apples with apples.” It 
involves controlling for confounding factors -- meaning systematic differences within the patient 
population of interest -- in the modeling of provider performance. Confounding factors may be clinical 
(e.g., types, number, or severity of conditions), demographic (e.g., age, gender), and/or socioeconomic 
(e.g., race, ethnicity, income) in nature. 

Taking confounding factors into account could prevent the model from incorrect specification or the 
estimates of performance scores from bias. The variation in measured entity-level (e.g., clinician or 
facility) performance may be due to variation in quality or variation in factors that are independent of 
quality (e.g., factors like the age or severity of illness of patients). Independent of quality means that the 
clinician treats the patients exactly the same way, but patients who have the factor (older or sicker) 
have worse outcomes than patients who do not (younger or less sick). In such a circumstance, selecting 
one clinician over another based on a performance measure that did not account for these 
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independent factors would not result in improved outcomes for the population. Risk adjustment
attempts to solve that problem and increase the likelihood that selecting a clinician or facility based on a 
performance results in improved outcomes for the population. 

Considering confounding factors becomes even more important with use of performance scores as a 
basis for calculating the amount of incentives or penalties for value-based purchasing and many 
Alternative Payment Models (APMs). 

2. SOCIAL RISK FACTORS 

Based on the input of a multi-stakeholder expert panel, NQF recommended in Risk Adjustment for 
Socioeconomic Status or Other Sociodemographic Factors that outcome or processof care 
measuresbe risk adjusted for person-level socioeconomic status if there was a conceptual or 
methodological basis for doing so. For example, there might be qualitative or empirical evidence in 
the literature documenting the impact of social risk factors on care delivery, health outcomes, or costs. 
This would provide a conceptual basis for social risk adjustment. Similarly, during the exploratory 
analysis for measure development, preliminary data analysis might reveal a statistically significant 
confounding association between a social risk factor and a performance measureof interest. Under 
this circumstance, it would be appropriate to include the social risk factor in the multivariate statistical 
model. 

Social risk adjustment is not appropriate for all measures. Measure developers should examine each 
measure individually to determine the appropriateness for social risk adjustment, taking a measure’s 

Reidhead, Hu et al., 2019 ) and mortality (Charles et al., 2018 ) are closely associated with social 
risk factors such as household income, education, white-collar occupation (Eapen et al., 2015 ), dual-
eligible status, housing instability, and neighborhood characteristics. Effects of these factors remain 
statistically significant in analyses—even after taking clinical risk factors into account. Research indicates 
risk adjusting for social factors reduces the difference between safety-net providers and non-safety-net 
providers in the amount of penalties. While there were cases in which social risk adjustment did not 

Martsolf et al., 2016 significantly impact performance scores ( ), in some cases, the adequacy of social 
risk adjustment could reduce the likelihood of unintended consequences, especially if high penalties 
leave some of these providers with fewer resources for quality improvement activities. One approach is 
to separate the reporting from the consequence of the reporting, exclude social risk adjustment when 
reporting, and include risk adjustment when applying consequences. 

empirical relationship with individual social risk factors into consideration. Also, it is crucial that measure 
developers research whether any clinical and social risk factors not yet included in the model should be 
considered for adjustment to improve the ability of a statistical model to tell the differences in 

performance among providers (Joynt et al., 2017 ). 

Multiple studies indicate that providers who serve a higher proportion of poorer and sicker population 
groups, like safety-net hospitals, may be more likely to perform poorly in terms of health outcomes, 
even after adjustment for person-level clinical risk factors, and have been disproportionally penalized by 
various Medicare value-based purchasing programs and APMs (Johnston et al., 2019 ; Roberts et al., 
2018 ; Thirukumaran et al., 2019 ). In particular, health outcomes like readmissions (Joynt Maddox, 

In response to the concern about social risk adjustment masking disparities, the NQF 2014 report 
stated that disparities between provider units in a performance score is a function of differences within 
and between units. Within-unit differences refer to disparities between patients of different 
socioeconomic status treated under the same unit, be it the same hospital, clinician practice, etc. 
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Between-unit differences refer to disparitiesbetween patients treated by different hospitals or 
clinician practices, even though the patients at Hospital A have similar clinical and social characteristics 
as those at Hospital B. Risk adjusting for social factors at the person level is appropriate because the 
impact of these person-level risk factors on person-level outcome or cost is well documented. However, 
there is no link between social risk adjustmentat the person level and performance scores at the 
provider level. For this reason, risk adjusting for social factors at the patient level would not mask health 
disparities in the comparison of provider performance. 

To further examine whether the absence of social risk adjustment could aggravate health disparities, 
NQF implemented a 2-year Social Risk Trial between April 2015 and April 2017 (also known as the first 
NQF Social Risk Trial). New measures submitted for endorsement or previously endorsed measures 
submitted for re-endorsement (or maintenance) were included in the trial period (NQF , 2017). 
Measures for which there was a conceptual or methodological basis for social risk adjustment had to go 
through the trial. There was a requirement for measure developers to submit testing results on the 
selection of social risk factors, data on measure performance with and without social risk adjustments, 
and specifications for stratificationby social risk factors that showed evidence of disparities. The 
social risk factors examined during this trial included race, ethnicity, Medicaid status, Agency for 
Healthcare Research and Quality (AHRQ) Socioeconomic Status (SES) Index, insurance type, education 
level, and percent of household under the Federal Poverty Level (FPL) (NQF , 2017). By the end of the 
trial, the NQF Consensus Standards Approval Committee recommended 

• considering the availability of social risk factors as part of the annual update process 

• focusing on adjustment based on social risk as well as unmeasured clinical complexity 

• addressing unresolved issues and concerns regarding risk adjustment approaches, including 
potential for adjustment at the hospital and community levels 

Key recommendations from the first NQF Social Risk Trial are consistent with guidance from the Risk 
Adjustment Expert Panel in the 2014 report in two important aspects. First, measure developers 
should consider socioeconomic risk factors for risk adjustment when there is a conceptual or empirical 
association between these factors and provider performance, be it health outcomes or processes of 
care. Second, the guidelines apply for selecting both clinical and social risk factors, including conceptual 
association with the outcome of interest, variation in prevalence of the factor across the measured 
entities, presence of the risk factor at the start of care, resistance to gaming and manipulation, 
potential improvement of the risk model, and face validity and acceptability. Moreover, measure 
developers should evaluate each measure individually for the appropriateness of social risk adjustment. 

The first NQF Social Risk Trial also presented several methodological challenges with social risk 
adjustment. For example, measure developers often found limitations in data sources for potential 
social risk factors, and the data were lacking in granularity. Also, while the 2014 NQF Risk Adjustment 
Expert Panel recommended the use of race as a social risk factor, the appropriateness of race/ethnicity 
as social risk factors has remained inconclusive. Moreover, social risk factors included in risk adjustment 
models based on conceptual or empirical association with provider performance sometimes had 
minimal effect on the performance of the model. Measure developers also varied in how they 
determined whether a social risk factor was statistically significant in the final model. Stakeholders 
called for guidance to enhance consistency in conceptual and empirical analyses across measure 
developers and standardization of variables tested. To allow time for in-depth investigation into these 
issues and development of guidance, beginning in May 2018, NQF implemented the second phase of the 
Social Risk Trial with funding from CMS. A final report on the findings of the trial will be publicly 
available by the end of this 3-year trial (i.e., in May 2021). 
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To further examine the issue of social risk adjustment and its impact on Medicare value-based 
purchasing programs and health disparities, the Office of the Assistant Secretary for Planning and 
Evaluation (ASPE) examined the issue. In ASPE’s 2016 Report to Congress , social risk factors examined 
included dual enrollment in Medicare and Medicaid as a marker for low income, residence in low-
income area, race (i.e., African-American), ethnicity (i.e., Hispanic), and residence in a rural area. 
Consistent with existing literature, the report showed that Medicare beneficiaries with social risk factors 
had worse outcomes on many quality measures in general, and dual enrollment status was the most 
powerful predictor of poor outcomes. More importantly, for all five Medicare value-based purchasing 
programs,1 providers that disproportionally served beneficiaries with social risk factors tended to have 
worse performance on quality measures—even after accounting for case mix. The report provided 
several recommendations related to quality measurement and reporting for beneficiaries with social risk 
factors: 

• Enhance data collection and develop statistical techniques to allow measurement and reporting 
of performance for beneficiaries with social risk factors on key quality and resource use 
measures. 

• Develop and introduce health equity measuresor domains into existing payment programs to 
measure disparities and incent a focus on reducing them. 

• Examine measures to determine whether adjustment for social risk factors is appropriate; this 
determination will depend on the measure and its empirical relationship to social risk factors. 

• Continue studying quality program measures to determine whether differences in health status 
might underlie the observed relationships between social risk and performance, and whether 
better adjustment for health status might improve the ability to differentiate true differences in 
performance between providers. 

Section 15002 of the 21st Century Cures Act (Cures Act) requires the Secretary of the Department of 
Health and Human Services (HHS) to take into account the findings of the 2016 ASPE report and use 
dual-eligible status in the Hospital Readmissions Reduction Program (HRRP) for risk adjustment. 
Specifically, the Cures Act requires HHS to implement a stratification scheme based on the proportion 
of full-benefit, dual-eligible beneficiaries served by each hospital. Reporting of performance scores is 
based on this stratification scheme. 

The risk adjustment requirement of the Cures Act has resulted in a reduction in penalties among safety-
net hospitals with a higher proportion of dual-eligible patients, and an increase in penalties among those 
with a lower proportion of these patients (Joynt Maddox, Reidhead, Qi et al., 2019 ). At the same time, 
there has been a call for exploring potential inclusion of covariates such as prior service utilization, 
functional status, and frailty for improving risk adjustment models, especially for vulnerable 

population groups to minimize gaming (Wadhera et al., 2019 ). 

At this time, there is not a single best practice for risk stratification for social factors, and measure 
developers should evaluate risk adjustment on a case-by-case basis. 

1 This included the Hospital Readmissions Reduction Program, the Hospital Value-Based Purchasing Program, the Hospital-Acquired Condition 

Reduction Program, the Physician Value-Based Payment Modifier Program (which sunset in 2018), and the Skilled Nursing Facility Value-Based 
Purchasing Program. 
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3. Risk Adjustment Strategies 

3.1 WHEN TO USE RISK ADJUSTMENT WITH STRATIFICATION 

Risk stratification refers to reporting outcomes separately for different groups, unadjusted by the risk 
factor associated with the grouping. For example, if we use a variable that represents the social risk 
factor of FPL, and this variable has four levels (e.g., under 100% of the FPL, 100% to under 200% of the 
FPL, 200% to under 300% of the FPL, and 300% of FPL or above), then we would conduct risk 
stratification by running the statistical model of provider performance without the FPL variable on each 
of the four levels of FPL. There are two circumstances when risk adjustment in combination with 
stratification might be the most appropriate risk adjustment strategy (i.e., where the goal of the strategy 
is fair comparisons). The first circumstance is when patient factors are not independent of the quality 
construct. The second circumstance is when there is treatment heterogeneity, which is another case 
where the patient factors and quality construct are not independent, but for legitimate clinical reasons. 
As part of a risk adjustment strategy, NQF recommends use of risk models in conjunction with risk 
stratification when use of a risk model alone would result in obscuring important healthcare 
disparities. Risk adjustment is appropriate when the patient factors are correlated with the outcome 
and not correlated with the quality construct. Table 1 provides a high-level framework for risk 
adjustment strategies. 

Table 1. Framework for Risk Adjustment Strategies 

Relationship of patient factors and quality construct Measurement of Patient Factors 

Relationship of patient factors and quality construct Observable Non-observable 

Correlated (not independent) Patient group stratification Peer group stratification 

Uncorrelated (independent) Risk adjustment Reliability adjustment 

Measure developers should also consider what method would be most appropriate for accounting for 
social risk factors (e.g., risk adjustment, stratification by groups within a measure, stratification at the 
measure level). Stratification at the measure level may be similar to peer group stratification, in which 
patient factors are unobserved and correlated with observed provider characteristics.The exploration of 
a risk adjustment strategy (i.e., use of a statistical risk adjustment model, and, if necessary, risk 
stratification for selected populations) is required for measures developed using the Blueprint for 
outcome measures and other measures, when indicated in the contract. For acceptance of an 
outcome measure by CMS and endorsed by NQF, the measure developer must demonstrate appropriate 
use of a risk adjustment strategy and risk stratification. Measure developers should provide rationale 
and strong evidence if an outcome measure is not risk adjusted or risk stratified. 

It is the measure developer’s responsibility to determine whether to account for variation in factors 
intrinsic to the patient before comparison of outcomes and to determine how to best apply these 
factors in the measure specifications. Vogel and Chen (2018 ) noted “failure to address risk 
adjustment in an adequate manner can lead to biased conclusions that may adversely impact decision-
making in both research and policy contexts” (p.1). 

Currently, it is not possible to model risk adjustment methodology in the Health Quality Measure 
Format (HQMF). Measure developers should 

• describe risk adjustment methodology in the metadata

• use measure data post hoc to risk adjust 
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• represent variables for risk adjustment as the required supplemental data 

• include the logicor algorithm in the risk adjustment section of the HQMF

In the future, risk adjustment methodology may be modeled using Clinical Quality Language (CQL). 

3.2 FEATURES OF RISK ADJUSTMENT MODELS 

The measure developer must evaluate the need for a risk adjustment strategy (i.e., risk adjustment, 
stratification, or both) for all potential outcome measuresand statistically assess the adequacy of 
any strategies used. In general, a risk adjustment model possesses features such as those listed in Table 
2, which was partially derived from a description of preferred features of models used for publicly 
reported outcomes (Krumholz et al., 2006 ). Each attribute listed in Table 2 is described in detail in 
subsections 3.2.1-3.2.6. 

Table 2. Features of Risk Adjustment Models 

Attribute Description 

Sample definition Clearly define the sample(s), clinically appropriate for the measure’s risk adjustment, 

and large enough for sufficient statistical power and precision. 

Appropriate time intervals Clearly define the time intervals for model variables, sufficiently long to observe an 

outcome, and recent enough to retain clinical credibility. 

High data quality Data should be reliable, valid, complete, comprehensive, and rely on as few proxy 

measures as possible along with due diligence. 

Appropriate variable selection Selected adjustment or stratification variables should be clinically meaningful. 

Appropriate analytic approach The analytic approach must be scientifically rigorous and defensible, and consider 

multilevel or clustered organization of data (if necessary). 

Complete documentation Fully document risk adjustment and/or stratification details and the model’s performance, 
and disclose all known issues. 

3.2.1 Define the Appropriate Measure Development Sample 

Distributions of characteristics and their interactions within a measure development sample (i.e., the 
population used to develop the model) should be representative of the overall population on which 
the risk model is applied. Measure developers should clearly and explicitly define the sample(s) as well 
as all inclusion and exclusion criteria they used to select the sample. Risk adjustment models 
generalize well (i.e., fit the parent population) to the extent that the samples used to develop, calibrate, 
and validate them appropriately represent the parent population. Measure developers need to explain 
their rationale for using selected samples and offer justification of the sample’s appropriateness. 

3.2.2 Appropriate Time Intervals 

The time interval is the time frame the measure developer uses to determine cases for inclusion in the 
population of interest and outcome of interest and includes an index event and a period of time. The 
measure developer should clearly state the criteria used to formulate decisions regarding the selection 
of the time interval and explain these criteria in the measure documentation. The time interval criteria 
used to identify risk factors for the stated outcomes should be clinically appropriate and clearly stated 
(e.g., the risk factor occurs within 24 hours of admission). Risk factors should be present at the start of 
care to avoid mistakenly adjusting for factors arising due to deficiencies in measured care unless there is 
use of person-time adjustments. Outcomes should occur soon enough after care to establish that they 
are the result of that care. For example, measure developers may use renal failure as one of the 
comorbidities for risk adjustment of a hospital mortalitymeasure. If poor care received at the hospital 
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caused the patient to develop renal failure after admission, it would be inappropriate to adjust for renal 
failure for that patient. 

If not using person-time adjustments, the evaluation of outcomes must also be based on a standardized 
period of assessment. If there is no standardization of the periods of the outcome assessments,such as 
the assessmentof events during hospitalization, there may be bias in the evaluation because healthcare 
providers have different practice patterns (e.g., varying lengths of stay). 

3.2.3 High Data Quality 

The measure developer must ensure that data they use for risk adjustment are of high quality. 
Considerations in determining the quality of data include 

• There is reliable data collection: the method of collection must be reproducible with minimal 
variation between one collection and another if the same population is the source. 

• Data are sufficiently valid for their purpose. Validation ultimately rests on the strength of the 
logical connection between the construct of interest and the results of operationalizing their 
measurement, recording, storage,and retrieval. 

• Data are sufficiently comprehensive to limit the number of proxy measures required for the 
model. Obtaining the actual information is sometimes impossible, so some proxy measures 
might be inevitable for certain projects. 

• Data are as recent as possible. If the measure developer used 1990 data in a model designed for 
use tomorrow, many people would argue that the healthcare system has changed so much since 
1990 that the model may not be relevant. 

• Data are as complete as possible. Data should contain as few missing values as possible. Missing 
values are difficult to interpret and lower the validity of the model. 

• Document and fully disclose data sources, including the dates of data collection, the manner 
of data cleaning and manipulation if done, and the data’s assumed quality. 

3.2.4 Appropriate Variable Selection 

The risk adjustment model variables should be clinically meaningful or related to variables that are 
clinically meaningful. When developing a risk-adjusted model, the clinical relevance of included variables 
should be apparent to subject matter experts (SMEs). When variables are clearly clinically relevant, two 
purposes are served: the clinical relevance contributes to the face validity of the model and the 
likelihood that the model will explain variation identified by healthcare professionals, and/or the 
literature as being important to the outcome is increased. Parsimonious models and their outcome are 
likely to have the highest face validity and be optimal for use in a model. The strengths of the 
associations required to retain adjustment factors ultimately depend on the conceptual model, but the 
strengths are rarely a factor included in a model that is not substantively associated with the outcome 
variable. The measure developer must determine which risk factors to retain in the risk adjustment 
model (e.g., retain variables that are clinically relevant and statistically significantly associated with the 
outcomes). 

Occasionally, the measure developer may consider including proxy variables in the risk adjustment 
model based on prior research. This situation may arise when direct assessment of a relevant variable is 
not possible, and there is a requirement for the use of a substitute or proxy variable. However, the 
relevance of these substitute variables should be empirically appropriate for the clinical topic of interest. 
For example, medications taken might be useful as a proxy for illness severity or progression of a chronic 
illness, provided practice guidelines or prior studies clearly link the medication patterns to the illness 
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severity or trajectory. Similarly, the measure developer should consider inclusion of variables previously 
shown to moderate the relationship between a risk adjustor and the measure. Moderating variables 
are generally interaction terms that are sometimes included in a model to understand complex 
information structures among variables (e.g., a prior mental health diagnosis may be only weakly 
associated with a measured outcome, but it may interact with another variable to strongly predict the 
outcome). Moderating variables and interaction terms, when needed, require specialized data coding 
and interpretation. 

3.2.5 Appropriate Analytic Approach 

An appropriate statistical model is determined by many factors. Logistic regression or hierarchical 
logistic regression is often used when the outcome is dichotomous; however, in certain instances, the 
same data may be used to develop a linear regression model when key statistical assumptions are not 
violated.2 Selecting the correct statistical model is imperative because an incorrect model can lead to 
erroneous or misleading results. The analytic approach should also consider any multilevel and/or 
clustered organization of data, which is typically present when assessing institutions such as hospitals 
from widespread geographic areas. 

Risk factors retained in the model should account for substantive and significant variation in the 
outcome. Overall differences between adjusted and unadjusted outcomes should also be pragmatically 
and clinically meaningful. Moreover, risk factors should not be related to the stratification factors 
when stratifying. A statistician can guide the measure development team and recommend the most 
useful variable formats and appropriate models. 

3.2.6 Complete Documentation 

Transparency is one of the key design principles in the Blueprint. When researchers do not disclose the 
steps used to create a risk adjustmentmodel, others cannot understand or fully evaluate the model. 
The Measure Evaluation Criteria and Guidance for Evaluating Measures for Endorsement on the 
endorsement of proprietary measures promotes the full disclosure of all aspects of a risk adjust ment 
model used in measure development. 

For the sake of transparency, measure developers should fully describe the risk adjustment method 
used; performance of the risk adjustment model, its components, and its algorithms; sources of the 
data and methods used to clean or manipulate the data; and the code (e.g., SAS) and documentation 
for how to run the calculation code. Documentation should be sufficient to enable others to reproduce 
the findings. The expectation is that measure documentation will incorporate statistical and 
methodological recommendations from a knowledgeable statistician to explain the model and justify its 
selection. 

To promote a clear understanding of the model and rationale for decisions made, the risk adjustment 
methodology documentation should 

• Confirm that the timeframes used in the model are 
o an important attribute of the model 
o clearly stated and appropriate 
o appropriate for implementation in the selected program 

2 There is no intention to suggest that logistic regression is appropriate to model continuous manifest variables (i.e., available data). 
Nonetheless, various forms of logistic regression are used to model latent traits (i.e., inferred variables modeled through r elated observations) 

that are assumed to be continuous, except where the available data are dichotomous, such as the probability of receiving a specified healthcare 
service. 
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• Discuss the variables included in the model. If using race, sex, or social factors as risk 
adjustment variables, ensure that they do not obscure healthcare disparities. CMS has a 
continued interest in identifying and mitigating disparities in clinical care areas/outcomes across 
patient demographics. 

• Justify the analytic approach/types of models used. 
o Confirm the appropriateness of techniques used to assess the model. 
o Review the predictive validity, discriminant validity, and overall fit of the model. 

3.3 RISK ADJUSTMENT PROCEDURE 

Measure developers should follow seven steps when developing a risk adjustment model. 
• choose and define an outcome 

• define the conceptual model 
• identify risk factors and timing 

• acquire data (sample, if necessary) 
• model the data 

• assess the model 
• document the model 

Some models may not lend themselves appropriately to all of these steps; an experienced statistician 
and clinical expert together can help determine the need for each step. 

3.3.1 Choose and Define an Outcome 

When selecting outcomes that are appropriate for risk adjustment, the time interval for the outcome 
must be meaningful, the definition of the outcome must clearly define what is counted and not counted, 
and one must be able to collect the outcome data reliably. An appropriate outcome has clinical or policy 
relevance. It should occur with sufficient frequency to enable statistical analysis unless the outcome is a 
preventable and serious healthcare error that should never happen. Outcome measures should be 
evaluated for both validity and reliability, as described in the Blueprint, Chapter 6, Measure 
Testing. Whenever possible, measure developers should consult with clinical experts, such as those 
participating in the Technical Expert Panel (TEP), to help define appropriate and meaningful outcomes. 
Finally, as discussed 
Measurement 

in the supplemental material, Person and Family Engagement in Quality 
, patients should be involved in choosing which outcomes are appropriate for quality 

measurement. They are the ultimate experts on what is meaningful to their experience and what they 
value. 

Risk variables in risk-adjusted outcome electronic clinical quality measures (eCQMs) are currently 
supplemental data elements and are represented as measure observations in the Measure Authoring 
Tool (MAT). 

3.3.2 Define the Conceptual Model 

Measure developers should develop, a priori, a clinical hypothesis or conceptual model about how 
potential risk factors relate to the outcome. The conceptual model serves as a map for development of a 
risk adjustment model. It defines the understanding of the relationships behind the variables and, as 
such, helps to identify which risk factors, patients, and outcomes are important, and which to exclude. 
Because the cost of developing a risk adjustment model may be prohibitive if the measure developer 
included every potential risk factor, the conceptual model also enables the measure developer to 
prioritize among risk factors and to evaluate the cost and benefit of data collection. An in-depth 
literature review can greatly enhance this process. Alternatively, the existence of large databases and 
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computational approaches such as machine learning allow for statistical analyses to explore the data for 
relationships between outcomes and potential, not yet clinically identified adjustment factors, but that 
exist empirically. Measure developers should be aware of the potential for spurious relationships. 

The first step in developing or selecting the conceptual model is identifying relationships among 
variables. This process should include 

• Conducting a review of clinical literature and canvassing expert opinion to establish variable 
relationships and to identify patient factors that are measurable and related to the outcome and 
are either independent of the quality construct (i.e., for risk adjustment) or not independent 
(i.e., for stratification). 

• Obtaining expert opinion from healthcare providers with clinically relevant specialties, 
experienced statisticians and research methodologists,and relevant stakeholders such as 
patient advocates. Use a TEP if seeking diverse input. The supplemental material, Technical 
Expert Panel , covers the standardized process for convening a TEP. 

• Conducting empirical analyses to further support variable selection (when appropriate data are 
available) to identify potential factors for consideration by SMEs. 

3.3.3 Identify the Risk Factors and Timing 

Use of a conceptual model and clinical expertise promotes selection of risk factors that are 

• clinically relevant in the case of clinical risk factors 
• reliably collected 

• validly operationalized 
• sufficiently comprehensive 

• associated with the outcome 
• clearly defined 

• identified using appropriate time frames 

In addition to these attributes, risk factors should also align with NQF policies for endorsed measures. 

3.3.4 Acquire Data (Sample, if Necessary) 

Healthcare data can come from many sources, but the three most frequently used are claims data, 
patient record data, and survey data. Of these, the most common source of data for developing risk 
adjustment models is claims data reported by the provider. Once data sources are identified and 
permissions arranged, relevant databases may need to be linked and various data preparation tasks 
performed, including an assessment of the data reliability and validity, if not previously confirmed. 
If using samples, the measure developer should draw them using predefined criteria and 
methodologically sound sampling techniques. Testing to determine the suitability of data sources and 
testing for differences across data sources may also be necessary. 

The alpha and beta testing discussion in the Blueprint, Chapter 6, Measure Testing, provides details of 
the processes. 

3.3.5 Analyze the Data 

In addition to clinical judgment used to define the conceptual model and select candidate variables, the 
measure developer should conduct empirical analysis to help determine risk factors to include or 
exclude. Measure developers should consider the five factors in subsections 3.3.5.1-3.3.5.5 when 
developing an appropriate risk adjustment model. 
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3.3.5.1 Sufficient Data 

When creating a risk adjustmentmodel, there should be enough data available to ensure a stable 
model. Different statistical rules apply to different types of models. For example, a model with an 
outcome that is more common may require more than 30 cases per patient factor to consistently return 
the same model statistics across samples. If the outcome is uncommon, then the number of cases 
required could be much larger (Iezzoni, 2013). Other factors may also affect the size needed for a 
sample, such as a lack of variability among risk factors for a small sample that results in partial 
collinearity among risk factors and a corresponding decrease in the stability of the parameter estimates. 
A statistician can provide guidance to determine the appropriate sample sizes based on the 
characteristics of the sample(s) and the requirements of the types of analyses in use. 

3.3.5.2 Model Simplicity 

Whenever possible, it is preferable to fit a model with as few variables as possible to explain any 
variance as much as possible. This is often known as model simplicity or model parsimony, whereby a 
smaller number of variables accomplish approximately the same goal as a model with a larger number 
of variables. This principle of preferring parsimony captures the balance between errors of underfitting 
and overfitting inherent in risk adjustment model development. For example, developing a model with 
many predictors can result in model variables that primarily explain incremental variance unique to a 
data sourceor available samples (i.e., overfitting) and can also result in reduced stability of 
parameters due to increased multi-collinearity among a larger number of predictors. In contrast, a 
model with fewer predictors may reduce the amount of explained variance possible for the measure
(i.e., underfitting). 

When evaluating these models, determination of the preferred model may depend on the availability of 
other samples to validate findings and detect overfitting and the degree of multi-collinearity among 
predictors. However, in general, the simpler model may provide a more robust explanation since it uses 
fewer variables to explain nearly the same observed variability. In addition, simpler models are likely to 
reduce the cost of model development by collecting fewer variables and may be less likely to show signs 
of model overfitting. Parsimonious models are often achieved by omitting statistically significant 
predictors that offer minimal improvement in predictive validity or overall model fit and by combining 
clinically similar conditions to improve performance of the model across time and populations. 
However, in situations with high visibility or potentially widespread fiscal repercussions, CMS has 
employed some of the most sophisticated models available, such as Hierarchical Generalized Linear 

Models as described in Statistical Issues in Assessing Hospital Performance . 

3.3.5.3 Methods to Retain or Remove Risk Adjustors 

When developing a risk adjustment model, the choice of variables for inclusion often depends on 
estimated parameters in the sample rather than the true value of the parameter in the population. 
Consequently, when selecting variables to retain or exclude from a model, the idiosyncrasies of the 
sample, as well as factors such as the number of candidate variables and correlations among the 
candidate variables, may determine the final risk adjustors retained in a model (Harrell, 2015). Improper 
model selection or not accounting for the number of, or correlation among, the candidate variables may 
lead to risk adjustment models that include suboptimal parameters or overestimated parameters — 
making them too extreme or inappropriate for application to future datasets. This outcome is also 
known as model overfitting, particularly when the model is more complicated than needed and 
describes random error instead of an underlying relationship. 
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Given these possibilities, it is advisable to consider steps to adjust for model overfitting, such as 
selection of model variables based on resampling methods and assessment of the model in 
multiple/diverse samples (refer also to subsection 3.3.5.4, Generalizability). There is a strong 
recommendation to consult with clinical experts, ideally during candidate variable selection, when 
examining the performance of candidate variables in risk adjustmentmodels. This expertise may help 
inform relationships among model parameters and may help justify decisions to retain or remove 
variables. 

3.3.5.4 Generalizability 

Steps to ensure findings can be generalized to target populations should also be taken when 
developing the model. Researchers often use two datasets in building risk adjustment models: a 
development (i.e., calibration) dataset and a validation dataset. Use the development/calibration 
dataset to develop the model or calibrate coefficients, and use the validation dataset to determine the 
appropriate extent of the application of the model to parent populations. When assessing 
generalizability to the population from which the development dataset was derived, the two datasets 
may be collected independently—which can be costly—or one dataset may be split using random 
selection. 

Either of these methods enables evaluation of the model’s generalizability to the population and helps 
avoid any model features that arise from idiosyncrasies in the development sample. Additional 
validation using samples from different time periods may also be desirable to examine stability of the 
model over time. 

3.3.5.5 Multilevel (Hierarchical) Data 

The potential for observations to be “nested” within larger random groupings or levels frequently occurs 
in healthcare measurement (e.g., there is nesting of patients under physician groups, which may in turn 
be nested under hospitals). The risk adjustment model should account for these multi-level 
relationships, when present, and in developing risk adjustment models, measure developers should 
investigate theoretical and empirical evidence for potential patterns of correlation in this multilevel 
data. For example, the risk adjustment model should address patients in the same Inpatient 
Rehabilitation Facility (IRF) that may tend to have similar outcomes based on a variety of factors. 

Examine such multi-level relationships by building models designed to account for relationships 
between observations within larger groups. Terms for these types of models include multilevel model, 
hierarchical model, random-effects model, random coefficient model, and mixed model. These terms all 
refer to models that explicitly model the “random” and “fixed” variables at each level of the data. In this 
terminology, the assumption is to measure a “fixed” variable without error, where the value or 
measured characteristic is the same across samples (e.g., male vs. female, nonprofit vs. for-profit 
facility) and studies. In contrast, the assumption is “random” variables are to be values drawn from a 
larger population of values (e.g., a sample of IRFs), where the value of the random variable represents a 
random sample of all possible values of that variable. 

Traditional statistical methods (i.e., linear regression and logistic regression) require observations 
(e.g., patients) in the same grouping to be independent. When observations co-vary based on the 
organization of larger groupings, these methods fail to account for the hierarchical structure and there 
are violations of the assumptions of independence among the observations. This situation may 
ultimately lead to underestimated standard errors and incorrect inferences. Attempts to compensate for 
this problem by treating the grouping units as fixed variables within a traditional regression framework 
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are generally undesirable, as the grouping units must then be treated as a fixed variable, which does not 
allow for generalization to any other groupings beyond those grouping units in the sample. 

Multilevel models overcome these issues by explicitly modeling the grouping structure and by assuming 
that the groups reflect random variables (usually with a normal distribution) sampled from a larger 
population. They consider variation at different grouping levels and allow modeling of hypothesized 
factors at these different levels. For example, a multilevel model may allow modeling patient-level risk 
factors along with the facility-level factors. If the measure developer has reason to suspect hierarchical 
structure in the measurement data, they should examine these models. The measure developer should 
apply the models within common frameworks used for risk adjustment (e.g., ordinary least squares 
regression for continuous outcomes, logistic regression for binary outcomes), as well as less common 
longitudinal frameworks such as growth (i.e., change) modeling. 

Developments in statistics are enabling researchers to improve both the accuracy and the precision of 
nested models using computer-intensive programs. These models include estimation of clustering 
effects independent of the main effects of the model to better evaluate the outcome of interest. For 
example, there are indications use of precision-weighted empirical Bayesian estimation produces more 
accurately generalizable coefficients across populations than methods that rely on the normal curve for 
estimation (e.g., linear regression). There is also use of hierarchical factor analysis and structural 
equation modeling. 

3.3.6 Assess the Model 

There is a requirement to assess the model for a newly developed risk adjustment model and when 
using an “off-the-shelf” adjustment model because an existing risk adjustment model may perform 
differently in the new measure context. When multiple data sources are available (e.g., claims and 
chart-based data), the recommendation is to assess the model performance for each data source to 
allow judgment regarding the adequacy and comparability of the model across the data sources. 

Measure developers should assess all models they develop to ensure that the models do not violate 
underlying assumptions (e.g., independence of observations or assumptions about underlying 
distributions) beyond the robustness established in the literature for those assumptions. Measure 
developers should assess models to determine predictive ability, discriminant ability, and overall fit of 
the model. 

Some examples of common statistics used in assessing risk adjustment models include the R2 statistic, 
receiver-operating characteristic (ROC) curve, and Hosmer-Lemeshow test (HL test) . However, 
several other statistical techniques can enable measure developers to assess different aspects of model 
fit for different subpopulations as well as for the overall population. The engagement of an experienced 
statistician is critical to ensure the selection of the most appropriate methods during model 
development and testing. 

3.3.6.1 R2 Statistic 

A comparison of the R2 statistic with and without selected risk adjustment is frequently used to assess 
the degree to which specific risk-adjusted models predict, explain, or reduce variation in outcomes 
unrelated to an outcome of interest. Measure developers may use the statistic to assess the predictive 
power of risk-adjusted models overall. In that case, values for R2 describe how well the model predicts 
the outcome based on values of the included risk factors. 

The R2 value for a model can vary, and no firm standard exists for the optimal expected value. 
Experience or previously developed models may inform which R2 value is most reasonable. In general, 
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the larger the R2 value, the better the model. However, the measure developer may also need clinical 
expertise to help assess whether remaining variation is primarily related to differences in the measured 
quality. Extremely high R2 values can indicate that something is wrong with the model. 

3.3.6.2 ROC Curve, Area Under the Curve (AUC), and C-statistic 

Measure developers often use the ROC curve to assess models that predict a binary outcome (e.g., a 
logistic regression model), where there are two categories of responses. Measure developers may plot 
the ROC curve as the proportion of target outcomes correctly predicted (i.e., a true positive) against the 
proportion of outcomes incorrectly predicted (i.e., a false positive). The curve depicts the tradeoff 
between the model’s sensitivity and specificity. 

Figure 1 shows an example of ROC curves. Curves approaching the 45-degree diagonal of the graph 
represent less desirable models (Curve A) when compared to curves falling to the left of this diagonal 
that indicate higher overall accuracy of the model (Curves B and C). A test with nearly perfect 
discrimination will show a ROC curve that passes through the upper-left corner of the graph, where 
sensitivity equals 1, and 1 minus specificity equals zero (Curve D). 

The ROC AUC often quantifies the power of a model to correctly classify outcomes into two categories 
(i.e., discriminate). The AUC, sometimes referred to as the c-statistic, is a value that varies from 0.5 
(i.e., discriminating power not better than chance) to 1.0 (i.e., perfect discriminating power). The 
interpretation of the AUC can represent the percent of all possible pairs of observed outcomes in which 
the model assigns a higher probability to a correctly classified observation than to an incorrect 
observation. Most statistical software packages compute the probability of observing the model AUC 
found in the sample when the population AUC equals 0.5 (i.e., the null hypothesis). Both non-
parametric and parametric methodsexist for calculating the AUC, and this varies by statistical 
software. 

Figure 1. Example of ROC Curves 
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3.3.6.3 The Hosmer-Lemeshow (HL) Test 

Although the AUC/c-statistic values provide a method to assess a model’s discrimination, the quality 
of a model can also be assessed by how closely the predicted probabilities of the model agree with the 
actual outcome (i.e., whether predicted probabilities are too high or too low relative to true 
population values). This is known as calibration of a model. The HL test is a commonly used 
procedure for assessing the calibration of a model and the goodness of fit in logistic regression in the 
evaluation of risk adjustmentmodels. This test assesses the extent to which the observed 
values/occurrences match expected event rates in subgroups of the model population. However, as with 
any statistical test, the power increases with sample size; this can be undesirable for goodness of fit 
tests because in very large data sets, there is significance in small departures from the proposed model. 
That is, statistically, the goodness of fit will be deemed poor, even though the clinical significance is 
small to none. An alternative to consider is the dependence of power on the number of groups (e.g., 
deciles) used in the HL test. Using such an approach, the measure developer can standardize the power 
across different sample sizes in a wide range of models. This allows an "apples -to-apples" comparison of 
goodness of fit between performance measureswith large and small denominators (Paul, Pennell, 

& Lemeshow, 2012 ). 

Generally, in a well calibrated model, the expected and observed values agree for any reasonable 
grouping of the observations. Yet, high-risk and low-frequency situations pose special problems for 
these types of comparison methodologies; therefore, an experienced statistician should address such 
cases. 

A statistician with experience in this methodology can determine the adequacy of any model. The 
expectation is that the measure development team will include a statistician to accurately assess the 
appropriateness of a risk-adjusted model. Determining the best risk-adjusted model may involve 
multiple statistical tests that are more complex than those cited here. For example, a risk adjustment 
model may discriminate very well based on the c-statistic, but be calibrated poorly. Such a model may 
predict well at low ranges of outcome risk for patients with a certain set of characteristics (e.g., the 
model produces an outcome risk of 0.2 when roughly 20% of the patients with these characteristics 
exhibit the outcome in population), but predict poorly at higher ranges of risk (e.g., the model produces 
an outcome risk of 0.9 for patients with a different pattern of characteristics when only 55% of patients 
with these characteristics show the outcome in population). In this case, the measure development 
team should consult one or more goodness-of-fit indices to identify a superior model. Careful analysis of 
different subgroups in the sample may help to further refine the model. This may require additional 
steps to correct for bias in estimators, improve confidence intervals, and assess any violation of model 
assumptions. Moreover, differences across groups for non-risk-adjusted measures may be clinically 
inconsequential when compared to risk-adjusted outcomes. It may be useful to consult clinical experts 
in the subject matter to provide an assessment of both the risk adjustors and utility of the outcomes. 

3.3.7 Document the Model 

The documentation ensures relevant information about the development and limitations of the risk 
adjustment model are available for review by consumers, purchasers, and providers. The documentation 
also enables these parties to access information about the factors incorporated into the model, the 
method of model development, and the significance of the factors used in the model. Typically, the 
documentation contains 

• Identification or review of the need for risk adjustment of the measure(s). 
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• A description of the sample(s) used to develop the model, including criteria used to select the 
sample and/or number of sites/groups, if applicable. 

• A description of the methodologies and steps used in the development of the model or a 
description of the selection of an off-the-shelf model. 

• A listing of all variables considered and retained for the model, the contribution of each retained 
variable to the model’s explanatory power, and a description of how each variable was collected 
(e.g., data source, time frames for collection). 

• A description of the model’s performance, including any statistical techniques used to evaluate 
performance and a summary of model discrimination and calibration in one or more samples. 

• Delineation of important limitations such as the probable frequency and influence of 
misclassification when the model is used (e.g., classifying a high-outcome provider as a low one 
or the reverse) (Austin, 2008 ). 

• Enough summary information about the comparison between unadjusted and adjusted 
outcomes to evaluate whether the model’s influence is clinically significant. 

• A section discussing a recalibration schedule for the model to accommodate changes in 
medicine and in populations; the first assignment of such a schedule is normally based on the 
experience of clinicians and the literature’s results and then later updated as needed. 

The measure developer should fully disclose all measure specifications, including the risk 
adjustmentmethodology. The Measure Information Form , Measure Justification Form , and 
Measure Evaluation Report , all found in Templates , provide guidance for documenting the risk 
adjustment information. 

If the measure is an eCQM, provide the instructions in the HQMF and human-readable 

HTML where the user may obtain the complete risk adjustment methodology. 

Documentation should comply with the open-source requirements of NQF’s Conditions for 
Consideration in Solicitation of Measures and Measure Concepts (2018), and all applicable 
programming code should be included. If calculation requires database-dependent coefficients that 
change frequently, the measure developer should disclose the existence of such coefficients and the 
general frequency with which they change, but they do not need to disclose the precise numerical 
values assigned, as they vary over time. 

4. Key Points 

Risk adjustment is a method measure developers can use to account for confounding factors when 
calculating performance scores. Risk adjustment is especially important in the context of CMS 
programs that use of performance scores as a basis for calculating the amount of incentives or penalties 
for value-based purchasing and many APMs. As such, measure developers should evaluate the need for 
risk adjustment, stratification, or both, for all potential outcome measuresand statistically assess 
the adequacy of any strategies they use. Measure developers should also consider the appropriateness 
of adjusting for social risk (i.e., socioeconomic factors) for these measures . Measure developers must 
determine on a case-by-case basis whether they should adjust a measure for social risk. 

When developing a risk adjustment model, measure developers must identify and clearly define a 
sample to test the model. That sample should consist of high quality (i.e., valid, reliable, and 
comprehensive) data, with appropriate time intervals for all model variables. Further, measure 
developers should provide evidence that all variables included in the model are clinically meaningful. 
Measure developers should also consult with an experienced statistician to outline a sound analytic 
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approach that is scientifically rigorous and defensible—including information about how the model will 
be assessed (e.g., the R2 statistic, ROC curve, and HL test). Finally, measure developers should 
document information about the development and limitations of the risk adjustmentmodel to ensure 
that stakeholders can appropriately review and interpret measure scores. 
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